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Abstract—Overvoltage is becoming increasingly prevalent in
distribution networks with high penetration of renewable dis-
tributed energy sources (DERs). Local control of converter-based
resources is a flexible and scalable method to prevent this growing
issue. Reactive power is used for voltage control in many local
control schemes. However, the typical range of R/X ratios for
distribution power lines indicates that mitigation of overvoltage
often requires excessive amounts of reactive power. Complete
reliance on reactive power thus limits the effectiveness of local
control strategies. In this work we instead propose a method
that combines enhanced power factor voltage control with upper
voltage limit tracking using PI control. We develop a modelling
framework and demonstrate the stability of the proposed method.
We then simulate the nonlinear operation of two parallel PI
controllers in a medium voltage test system.

Index Terms—Distribution networks, control algorithms, local
voltage control, stability analysis.

I. INTRODUCTION

In power distribution networks (DNs) with large shares of
nondispatchable distributed energy resources (DERs), such as
solar and wind power plants, elevated voltage levels can be
observed at times when large generation coincides with low
demand. This poses a challenge for distribution system opera-
tors (DSOs) who must ensure sufficient power quality during
operation. The control capabilities of converter-based DERs
can be used to eliminate voltage constraint violations, and
extensive physical network upgrades can thereby be mitigated
or deferred.

A. Voltage Control in Distribution Networks
Many DSOs rely on network reinforcement and subsequent

on-load tap changer corrections [1] to keep voltages within
prescribed limits (typically ± 5% or ±10 % deviation from
nominal voltage, e.g. [2]). Consequently, voltage management
then becomes a mainly offline design issue based on worst-
case operating conditions and reliance on significant oper-
ational margins — a strategy sometimes referred to as fit-
and-forget. The large-scale introduction of converter-based

This work has been carried out within the framework of the ANM4L project
[3], which is supported by EU H2020 grant agreement No 775970 through
the ERA-Net SES initiative.

DERs has made it possible to transition to active network
management and online control with the potential to safely
reduce margins to increase overall grid utilization [3]. This
change in perception is exemplified by the inclusion of DER
control schemes in various grid codes and standards [4]–[6].

A wide range of voltage control algorithms for DERs has
been presented in literature. Droop-like schemes based on
local measurements, including the use of volt/var or volt/watt
curves, have been extensively researched [7]–[9], and simi-
lar schemes have been included in the aforementioned grid
codes. Various voltage control optimization methods involving
droop curve parameters [10], centralized control [11], and
distributed control [12] have also been suggested. The key
factor for performance enhancement in all cases is the ability
to distribute individual DER controller set points. Online
coordination typically demands communications infrastructure
together with modern cybersecurity protocols that are not
present in many DNs today. The resulting increase in imple-
mentation complexity — and its associated costs — must be
factored in when considering actual deployment of improved
voltage control methods, particularly in the presence of a large
number of small-scale distributed generators, such as roof-top
photovoltaic units.

Therefore, solutions that are sub-optimal from a strictly
operational perspective can still be preferred by DSOs if they
are simple, scalable, and aligned with existing network regula-
tions. The absence of extensive communications infrastructure
in local control schemes also makes them suitable for plug-
and-play implementations, which permit the introduction and
removal of units with minimal need for reconfiguration of
other network controllers [13], an attractive option in rapidly
evolving DNs with increased planning uncertainties.

B. Decentralized Control

We categorize three types of local voltage control strategies
described in the literature after their respective objectives.

Supporting strategies aim at reducing the voltage increase
during normal operation through actions taken primarily
within the allowed voltage range. Most volt/var and volt/watt
droop curves, both static [8] and incremental [14], belong to
this category. Such controllers act before any voltage limits
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have been exceeded, making curtailment less favorable due to
the reduced utilization of DERs. However, the effectiveness
of reactive power strategies, such as volt/var, are restricted by
power factor limitations set by off-the-shelf DER converters
[15], creating a need for oversized equipment. Furthermore,
network loading limits put additional restrictions on reactive
power usage on a system level.

Set point tracking strategies, e.g. [16], follow predetermined
voltage reference signals. Decentralized set point tracking is
complicated by the inevitable interactions between individual
controllers caused by the physical connection of grid com-
ponents. As pointed out in [10], decoupling of controllers to
achieve the desired performance is not always feasible.

Limitation strategies, much like support schemes, do not
track a certain voltage set point and instead act as distur-
bance rejection controllers. The difference being that with
a limitation strategy control actions are restricted to when
voltage constraint violations occur. This category includes
the type of incremental volt/var curve presented in [17], as
was observed in [12]. Limitation strategies typically involve
a smaller number of units since only DERs experiencing
overvoltage contribute to the control effort [12]. Thus, the
effectiveness is limited by the underutilization of available
resources.

C. Active and Reactive Power Injections

While both active (P) and reactive (Q) power injections
from DERs impact the network voltage level, controlling Q
is often preferred in the mentioned voltage control strategies
as curtailment is associated with revenue losses for producers.
The maximum amount of reactive power is then typically
needed when the active power injections reach their peak,
which might be an unattainable requirement due to the earlier
mentioned converter and/or network limits. Failing to miti-
gate overvoltage can result in inverter tripping, as has been
observed in actual operation [18], leading to uncontrolled
curtailment of the affected DER units.

The relative effectiveness of using P or Q for voltage control
depends on the relation between the resistance and reactance
of the network power lines, also known as the R/X-ratio. In
European distribution networks typical R/X-ranges are 0.40-
2.00 (MV) and 0.70-11.00 (LV) [19], which implies that active
power can be as much as 11 times as effective in controlling
the voltage magnitude as reactive power. Thus, the total control
effort could potentially be reduced considerably by including
curtailment in the control scheme.

Given the potential negative financial impact of curtailment,
a monetary compensation scheme linked to actual control ef-
forts should be considered. Accurate tracking of the maximum
potential DER active power injections would allow for indi-
vidual metering. Real-time estimation techniques developed
for wind power plants, e.g. [20], and photovoltaic systems
[21] make it possible not only to track the maximum potential
instantaneous generation but also to use it as a reference for a
local controller. This approach is referred to as delta control
in [21], [22].

D. Contributions

In this paper we propose and evaluate a decentralized
voltage control method combining three strategies: support
with reactive power, single-sided set point tracking of the
upper voltage limit, and limitation using delta control. The
method allows for increased control performance while use
of curtailment is limited to when reactive power control is
insufficient to prevent voltage constraint violations.

II. DYNAMIC MODELS

In this section we present a local control scheme and
establish a general modelling framework for evaluation of the
proposed method.

A. Distribution Network Model

Following [14] we consider a balanced and symmetric radial
DN with n buses. Each bus i ∈ N with N = {1, ..., n}
is characterized by the 4-tuple (vi, θi, pi, qi) where vi is the
line-to-line rms voltage; θi the voltage phase angle relative
θ1; pi and qi the P and Q injections. Bus 1 is connected to
an overlying network and is modelled as a slack bus with
constant voltage magnitude and angle. The remaining buses
are defined as pq-buses with known active and reactive power
output. We approximate the influence of power injections on
network voltages by linearization of the power flow equations
(1) around a steady state operating point (v0, θ0, p0, q0), where
v, θ, p and q are vectors consisting of all of their respective
bus elements such that[

∆p
∆q

]
≈ J (v, θ)

[
∆v
∆θ

]
, (1)

where J ∈ R2n×2n is the network Jacobian. For small
deviations from the operating we let p = p0 + ∆p (and
similarly for v, θ and q). We can then rewrite (1) as[

∆v
∆θ

]
= J (v, θ)−1

[
∆p
∆q

]
, (2)

which requires the Jacobian to be invertible — a reasonable
assumption if the operating point has been determined by
solving the power flow equations with the Newton-Raphson
method. From here on we only consider the parts of (2)
affecting the voltage magnitude. For simplicity the pq-buses
are classified as either generation buses or load buses, yielding
the vector decomposition v = [vslack, vgen, vload]T , p =
[pslack, pgen, pload]T and q = [vslack, qgen, qload]T . Locally
controlled DERs are added to all generation nodes and the
controllers are synchronized so that all input-output updates
occur at universal time-discrete instances. At each time step
tk each controller measures the local voltage and updates the
DER P and Q set points. The set points are kept constant until
the next time instance tk+1. It is assumed that all adjustments
within a converter operating range are both fast and stable
and that the dynamics of all converters, loads, and network
components, stemming from variations at tk, have settled
before the next time step, yielding steady state voltages at
tk+1. This approach is aligned with [14] and is motivated by
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the discrete-time nature of digital controllers combined with
the time-scale separation of the local DER control loop from
other types of fast network dynamics, with the former having
a significantly larger time constant.

B. DER Model and Delta Control

The converter active power set point of a DER at bus i is
determined as

pgeni = p̃geni + δpgeni , (3)

with p̃geni being the estimated DER maximum power injection
and δpgeni the delta control signal, where δpgeni ≤ 0. The
reactive power set point, qgeni , is adjusted for voltage control.
We select it based on the potential active power injection p̃geni

and a predefined constant power factor, cos(φ), such that

qgeni = −tan(arccos(cos(φ)) · p̃geni = Cpf
i p̃geni . (4)

For a network with m controlled DERs, with m ∈ M =
{2, ...,m} ⊂ N , we can use (2), and (4) to define the matrices
Kc, K̃c ∈ Rn×m with each element containing the sensitivity
of a voltage vh, h ∈ N, to an active power injection pgenk ,
k ∈ M , so that

Kc
h,k =

∂vh
∂pk

, (5)

K̃c
h,k =

∂vh
∂pk

+ Cpf
i

∂vh
∂qk

. (6)

Using (3), (5) and (6) the potential influence of the maxi-
mum DER power injections on bus voltages can be separated
from the impact of delta control actions as

K̃cp̃gen +Kcδpgen, (7)

where p̃gen, δpgen ∈ Rm. An open-loop model of the entire
system is made by using (2), (7) and defining a vector ṽ ∈ Rn,
where each element ṽh describes the maximum potential in-
fluence of noncontrollable power injections at tk on the steady
state voltage vh at tk+1 given linearization around an operating
point, i.e. ṽh = fh(tk, v

0, p0, q0, pload, qload, Cpf
i , K̃c, p̃gen).

A quasi-dynamic model (8) then be obtained:

v(tk+1) = Kcδpgen(tk) + ṽ(tk). (8)

(Kc can now be viewed as the open loop gain from δpgen to
v, and ṽ as process noise.)

C. Decentralized PI Controller

We start with a general linear discrete-time single-input-
single-output (SISO) PI controller of the form (9) that uses
zero-order hold (ZOH) integration of the input signal e and
generates the output signal u. An equivalent difference equa-
tion can be written as shown in (10) such that

u(tk) = K

(
e(tk) +

T

TI

k∑
i=0

e(ti)

)
, (9)

u(tk) = u(tk−1) +K

(
e(tk)− e(tk−1) +

T

TI
e(tk)

)
. (10)

Here T is the sampling interval and {K,TI} design parame-
ters. We extend the model to include multiple parallel SISO
PI controllers by defining, for k ∈ M , uk := δpgenk and
ek := vrk − vk. Since we want to curtail power in case of
overvoltage, we let vrk = vmax

grid,k ∀k, where each element of
the constant vector vmax

grid contains the network upper voltage
limit. Furthermore, we assume that all controllers can be tuned
identically in accordance with the plug-and-play strategy. Then
we can write the matrix difference equation for the parallel PI
controllers as

δpgen(tk) = δpgen(tk−1) + αvgen(tk) + βvgen(tk−1) + γ,
(11)

with the scalar coefficients α = −
(
K + T

TI

)
, β = K and the

vector γ = K T
TI
vmax
grid .

There are physical limits that affect the range of the linear
controller model (11). A PI controller acting on voltage signals
below the upper limit tries to increase the DER output, which
is unfeasible unless some power previously has been curtailed.
At the other end, curtailment cannot exceed the actual real-
time output. This can be thought of as a saturation of the
converter active power injection such that 0 ≤ pgenk ≤ p̃genk or
equivalently −p̃genk ≤ δpgenk ≤ 0. The upper delta control limit
is particularly detrimental to the linear PI controller perfor-
mance as it causes integrator wind-up during operation within
the acceptable voltage range. A straight-forward approach to
avoid this problem is to implement an anti-windup scheme
directly related to the converter saturation limits so that

u(tk) = [δpgenk (tk)]
0
−p̃gen

k
(tk)

, (12)

since feedforward of the potential DER maximum power
injection is possible.

D. Closed-Loop System

The system (8) can be reformulated as a state space model
on the form (13), (14), where x(tk) = v(tk) and u(tk) =
δpgen. The decentralized PI controllers (11) can be realised as
a state feedback controller of the form u(tk) = Lx(tk)+r̃ with
x(tk) = [vgen(tk), δp

gen(tk−1), v
gen(tk−1)]

T by augmenting
the system dynamics to include the controller states. We now
have

x(tk+1) = Ax(tk) +Bu(tk) +Nṽ(tk); (13)

y(tk) = Cx(tk), (14)

where we are only considering nodes with DERs present,
i.e. A ∈ R3m×3m, B,N ∈ R3m×m, C ∈ Rm×3m. Under
influence of input saturation the system is piece-wise linear
and (13) is updated as

x(tk+1) = Ax(tk) +B(tk)u(tk) +Nṽ(tk) + d(tk), (15)

where in case of saturation, that is, if any uk > 0 or uk <
−p̃genk , (13) becomes (15). The input matrix B(tk) is then
updated so that the saturated input is negated by replacing it
with a zero element. If uk < −p̃genk , then the vector d(tk)
is introduced so that dj = −p̃genk ∀j : m < j ≤ 2m, where
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d ∈ R3m. If we expect that the number of saturated states to
remain constant for the time tk −→ tk+n we can replace (15)
with the more compact

x̂(tk+1) = Â(tk)x̂(tk) + B̂(tk)û(tk) + N̂(tk)ˆ̃v(tk) + d̂(tk),
(16)

where dim(̂·) ≤ dim(·). Then (16) becomes the closed loop
system for all unsaturated controllers with an added constant
for the impact of the saturated controllers. In case of saturation,
(16) is determined from (13) by removal of every k:th row
and, if applicable, every k:th column of each entity of (13).
Note that (15) and (16) are valid as a representation of the
dynamics in (13) as long as the number of saturated states does
not change. This will be discussed in more detail in the next
section. First, we conclude the modelling section by giving an
expression for the closed loop system, using (16) so that

x̂(tk+1) = (Â(tk) + B̂(tk)L̂(tk))x̂(tk)

+ B̂(tk)ˆ̃r(tk) + N̂(tk)ˆ̃v(tk) + d̂(tk).
(17)

Through the system matrix Â+B̂L̂ the impact of control loop
interactions on the stability of solutions to (17) in a subspace
of state space can be evaluated.

III. STABILITY

We observe that every system (17) has a feasible equilib-
rium. If the P and Q drawn by the loads as well as p̃gen(tk)
are constant, the equilibrium (δp̂gen,∗, v̂gen,∗) for a set of local
PI controllers (11) acting on the system (13) with a constant
number of unsaturated states in (16) is determined from (17).
Equivalently, we can use the closed loop system obtained by
combining the bus voltage measurements, given by (8), and
the PI controllers on the form (11) so that

δp̂gen(tk+1) = δp̂gen(tk) + α[K̂cδp̂gen(tk) + ˆ̃v + d̂]

+ β[K̂cδp̂gen(tk−1) + ˆ̃v + d̂] + γ̂.
(18)

The equilibrium curtailment is then found from

δp̂gen,∗ = δp̂gen,∗ + α[K̂cδp̂gen,∗ + ˆ̃v + d̂]

+ β[K̂cδp̂gen,∗ + ˆ̃v + d̂] + γ̂,
(19)

which, after some manipulation, yields

δp̂gen,∗ = (K̂c)−1(v̂max
grid − ˆ̃v − d̂), (20)

where K̂c is assumed to be invertible. Consequently, the
equilibrium voltage is

v̂gen,∗ = K̂c(K̂c)−1(v̂max
grid − ˆ̃v − d̂) + ˆ̃v + d̂

−→ v̂gen,∗ = v̂max
grid ,

(21)

which is the vector of reference signals for the controllers. The
equilibrium voltages of the remaining network buses can then
be determined by plugging (20) into (8). Note that this holds
for any combination of decentralized controllers operating in
their unsaturated regions. Thus, if the PI controllers can be
tuned so that all solutions to (17) are stable, overvoltages will
be mitigated. This statement holds even in the presence of
controller saturation, which the following reasoning shows.

A. Impact of Saturation

The proposed control method is affected by two types
of saturation, hereafter referred to as short-term saturation
and long-term saturation. Short-time saturation is a temporary
result of 1) rate-of-change limitations, or 2) PI controller
overshoot, i.e. when δpgenk = −p̃genk (δpgenk = 0) while
vk < vmax

grid,k(vk > vmax
grid,k). However, given proper use of an

anti-windup scheme, this is of lesser concern from a long-term
stability perspective.

Potentially more challenging is the long term saturation
which occurs when δpgenk = −p̃genk (δpgenk = 0) while instead
vk > vmax

grid,k(vk < vmax
grid,k) for tj : j −→ ∞+. This represents

the inability to either mitigate overvoltage or undervoltage
(here meaning any voltage lower than the upper limit). Only
the first case is relevant as increasing voltages is not a control
objective in this paper. It is however of interest to ensure that
uncontrolled voltages always remain above the lower network
limit.

By making three assumptions about the radial DN model we
can argue that long-term saturation such that δpgenk = −p̃genk

for tj : j −→ ∞+ is nonexistent in the presented control
scheme. We can then show that no actions by the decentralized
controllers lead to violations of the lower voltage constraint.

Assumption 1: active and/or reactive power injections at one
bus increase the voltage at all buses, except the slack bus.

Assumption 2: the reactive power injections to the network
are small compared to the active power injections.

Assumption 3: the bus voltages are within the network limits
when there are no active or reactive power injections from
DERs.

The first assumption is feasible if all voltage sensitivity
elements ∂vh

∂pk
, ∂vh
∂qk

are positive and K̃c is a positive matrix.
Combined with the second assumption, it is inferred that if
the maximum network voltage is above the slack bus voltage,
it cannot be higher the the maximum generation bus voltage.
Conversely, the minimum network voltage, if below the slack
bus voltage, cannot be lower than the lowest load bus voltage.
Finally, we assume that the grid in question meets the voltage
requirements for operation without DERs, which is true for a
majority of existing DNs.

Now consider a network of l load buses and m + n buses
with controllable DERs so that system operation is stable for
any combination of controllers in unsaturated operation.

• If the controllers at m nodes where vi > vmax
grid,i at an

instance ts operate linearly, then before some tf > ts the
voltage at the buses become vi ≤ vmax

grid,i, i = 1, ...,m.

• If the controllers at n buses where vj > vmax
grid,j are all in

a saturated state at ts such that δpgenj = −p̃genj , then the
bus voltages are guaranteed to reach vj ≤ vmax

grid,j , j =
m + 1, ..., n since if full curtailment remains at tf , the
maximum network voltage cannot be higher then what is
found at (at least) one generation bus vi = vmax

grid,i.

22nd Power Systems Computation Conference

PSCC 2022

Porto, Portugal — June 27 – July 1, 2022



5

• The non-controllable voltages at l buses are altered by the
actions at the m + n buses such that vmax. load

no gen.,k ≤ vk ≤
vmax. gen
no load,k , k = m + n + 1, .., l. If vmax. load

no gen.,k < vslack

is the lowest possible network voltage and Assumption 3
holds, no action taken by m+n controllers will result in
a lower voltage constraint violation.

B. Closed Loop Stability

The system matrix for any system (17) has the formαK̂c K̂c βK̂c

αI I βI
I 0 0

 , (22)

where I is the identity matrix and 0 a square zero matrix.
(22) has k eigenvalues λi and (17) is asymptotically stable
iff |λi| < 1, i = 1, ..., k [23]. Thus, stability depends
only on Kc and the selection of the control parameters α
and β. The system matrices (22) for every piece-wise linear
system (17) describe all possible interactions of unsaturated
PI controllers (11) resulting from decentralized control of the
system (13). Therefore, control performance can be evaluated
with standard linear methods and PI controller design can
be based on a selected operational scenario. The feasibility
of the design can subsequently be verified by evaluating
local system stability for all possible operating conditions
through eigenvalue analysis as described above. In practice,
this approach might be overly conservative as the physical
structure of a network ultimately determines the existence of
a specific combination of controllers in parallel unsaturated
operation. Network and equipment characteristics also bound
the the overall performance of the control scheme. Hence,
it cannot be guaranteed that specific controller performance
criteria always can be met. However, using the proposed
modelling framework, stability of the control method in an
arbitrary radial DN can easily be evaluated by variation of
the voltage sensitivities in Kc, and during changing operating
conditions, by varying the sizes of K̂c and (22).

IV. CASE STUDY

In this section we demonstrate the functionality of the
proposed method and investigate controller interaction in a
medium voltage test system.

A. Test Network

The Cigre European MV benchmark system [19] consists
of two radial feeders. The feeder shown in Fig. 1 represents
a rural network of two 20 kV load buses connected to a 110
kV network. We add two controllable wind power plants to
buses 1 and 2 and study one case where the installed capacity
is 4+4 MW (Case 1) and one where it is set to 6+1 MW
(Case 2). In both cases, during moderate to high generation
periods the loads at buses 1 and 2 are negligible from a voltage
perspective. The upper voltage is limit set to 1.05 pu.

As the test network is a balanced and symmetric radial DN,
we create a model of the complete system according to Section
II — more specifically (17). The general results from Section

Fig. 1. Modified Cigre MV benchmark feeder diagram. The load at bus 0
represents the aggregated load for all parallel MV feeders.

III-B can then be applied to conduct a stability analysis.
The test system is also separately modelled in DIgSILENT
PowerFactory, with the controller model (11), (12) stored in an
external Python package. Subsequent evaluations of controller
dynamic performance are made through nonlinear load flow
simulations in PowerFactory, where the controllers are called
in an iterated loop. Thus, synchronized updates of DER set
points are achieved under the assumptions presented in Section
II-A.

B. Stability and Performance Considerations

The voltage sensitivity matrix used for the theoretical eval-
uation is obtained from numerical simulation of Case 1 for
an operating point in PowerFactory. The design parameters
are set to α = −1.2β, β = 2. Initially the reactive power
support is deactivated, i.e. Cpf = 0. It is then verified that
the eigenvalues of (22) are in the stability region for all
combinations of unsaturated PI controller operation.

1.04 1.045 1.05 1.055 1.06

Node voltage, v
1

gen
 [pu]

1.04

1.045

1.05

1.055

1.06

N
o

d
e 

v
o

lt
ag

e,
 v

2g
en

 [
p

u
]

2

1none

1&2

Fig. 2. Case 1: initial control response to theoretical voltage steps, starting
from an acceptable voltage level. Arrows indicate change from step voltage
to voltage level after first controller curtailment action. The four response
regions show buses where a local controller is initially activated.

The initial control response to a sudden voltage increase
is shown in Fig. 2. Here, the system initially has acceptable
voltages and the PI controllers are limited to δpgeni = 0.
Step changes to 100 combinations of node voltages are then
achieved through steps in the DER active power injection.
Note that some of the resulting voltage combinations are un-
likely or even not feasible due to physical network limitations.
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Four initial response regions are shown in Fig. 2 as none, 1, 2,
and 1&2. When the increased voltage is below 1.05 pu, there
is no control response (none). In two regions (1, 2), one PI
controller responds, while in one region both respond (1&2).
Any active control response reduces the voltage at both nodes,
as is expected as per Assumption 1. The response direction
naturally depends on the voltage sensitivity matrix.

The modelled PI controller behavior near equilibrium,
given constant potential active power injections, is visualized
through the linearly interpolated trajectories in Fig. 3, where
1.055 < vi(0) ≤ 1.070 pu. Unsaturated operation of at least

1.04 1.045 1.05 1.055 1.06

Node voltage, v
1

gen
 [pu]

1.04

1.045

1.05

1.055

1.06

N
o
d
e 

v
o
lt

ag
e,

 v
2g

en
 [

p
u
]

(v
1

gen,*
, v

2

gen,*
)

Fig. 3. Case 1: voltage trajectories from control response to theoretical voltage
steps. Bold lines indicate location of attractors. Colored lines indicate the
different basins of attraction. Dashed lines indicate the initial response regions.

one controller occurs in three response regions, corresponding
to three linear systems (18). Three types of locally stable
equilibrium points, or attractors, are present. Each attractor
has a basin of attraction, a zone where all vi(0) −→ v∗i
as t −→ ∞+. Two attractors consist of a set of points
along straight lines such that (vgen,∗i , vgen,∗j ) = (vmax

grid,i, <
vmax
grid,j). The third attractor is a single equilibrium point in
(vgen,∗i , vgen,∗j ) = (vmax

grid,i, v
max
grid,j) and is the only equilibrium

where both controllers remain in unsaturated operation. Fig.
3 shows that in case of an initial response involving a single
unsaturated controller, a single linear model (17) describes
the dynamics along the entire trajectory. In case of an initial
double PI controller response, the voltage difference between
the the two controlled buses in the starting point determines the
equilibrium of each trajectory. Only if the difference is small,
a single linear model describes the dynamics along the entire
trajectory and there exists an equilibrium where both PI con-
trollers remain unsaturated. Otherwise, one of the controllers
will reach saturation and a second linear model is needed to
describe the system close to the equilibrium. The curtailment
trajectories corresponding to the voltage trajectories in Fig. 3
are shown in Fig. 4. The voltage difference between the two
buses at the starting point clearly also influences the location
of the curtailment equilibrium.
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Fig. 4. Case 1: curtailment trajectories. Dots indicate equilibrium points. Col-
ored lines indicate the different basins of attraction of the voltage attractors.
The white dot corresponds to the equilibrium in the example discussed in
Section IV-C.

We then investigate the dynamic performance of the PI
controllers derived from the linearized model. A nonlinear
iterated power flow simulation of Case 2 is conducted using an
arbitrary generation profile spanning over a range of operating
conditions, including a sudden spike in the DER output. The
daily load profile is obtained from [19]. The robustness of
the control method is demonstrated by reusing the controller
settings from Case 1. In Fig. 5, the active power injection
at bus 1 increases at ta, which raises the feeder positive
sequence rms voltage level during a ∼ 60 minute period.
The PI controllers react only when overvoltage is detected
(at tb) and the voltage is rapidly suppressed. The voltage is
then limited during a ∼ 15 minute period (tb −→ tc), even
with an increase of the potential active power injection at bus
2. The delta control strategy enables accurate estimation of the
curtailed energy, as it is equal to the area bounded by potential
and actual active power output curves.
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Fig. 5. Case 2: simulated dynamic performance of local voltage controllers
in modified Cigre MV test system. DER power injections (left) and corre-
sponding positive sequence rms bus voltages (right).
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C. Reactive Power Support

In Fig. 5, reactive power support is activated by letting
Cpf = −0.203, corresponding to a 0.98 power factor with
respect to the maximum potential DER active power output.
The R/X ratio of the overhead lines in the test system in
Fig. 1 is 1.4. Thus, a nonunity power factor set point is
here a relatively effective tool for suppressing the voltage
magnitudes, which reduces the need for curtailment. This is
exemplified in Table I using the trajectory for a modelled
equilibrium point in Case 1 (see Fig. 4) for reference. In

TABLE I
CASE 1: THEORETICAL IMPACT OF REACTIVE POWER ON VOLTAGE AND

CURTAILMENT AT BUS 1 (BUS 2) OF THE MODIFIED CIGRE MV TEST
SYSTEM.

Power
Factor

|Q| [pu] Uncontrolled
Voltage [pu]

Curtailment
Equilibrium [pu]

1.00 0.00 (0.00) 1.065 (1.070) 0.26 (0.44)

0.98 0.20 (0.20) 1.050 (1.053) 0.00 (0.09)

0.95 0.33 (0.33) 1.041 (1.042) 0.00 (0.00)

reality, network and converter limitations restrict the range of
feasible reactive power injections, as was noted in Section
I-B. This issue is demonstrated through a simulation of Case
2 in which the system corresponding to Fig. 5 is held at the
initial loading conditions while DER outputs increase further
up to 100 %. The power factor set point is then varied. The
results, shown in Table II, illustrate a case where mitigating
overvoltage while avoiding overloading of the overhead line
[24] between buses 1 and 2 is a nontrivial task. In such cases,
desirable network operation could always be achieved by
simply removing the reactive power part of the controller and
rely only curtailment of active power only, as per Assumption
3 in Section III-A. However, the positive effects of reactive
power support on network voltage levels in both study cases,
resulting in reduced curtailment need, as exemplified in Table
I, clearly motivate the adjustment of power factor set points. To
simultaneously maintain a sufficient margin to network loading
limits then becomes a key challenge.

TABLE II
CASE 2: SIMULATED IMPACT OF REACTIVE POWER ON VOLTAGE AT BUS 1
(BUS 2) AND LINE LOADING OF THE MODIFIED CIGRE MV TEST SYSTEM.

Power
Factor

Uncontrolled
Voltage [pu]

Loading OHL
1-2 [%]

1.00 1.071 (1.075) 96.7

0.98 1.058 (1.061) 99.8

0.95 1.050 (1.053) 103.8

V. DISCUSSION

The results presented in this paper illustrate the potential to
provide local voltage control with stability and performance
guarantees. The proposed quasi-dynamic DN model allows for
load and generation profiles to be included in iterated load
flow simulations, an approach typically suitable for control
interactions in a time scale of seconds [25]. Assessing the need

to include more detailed modelling of converter dynamics,
although out of scope of this work, is a relevant research ques-
tion. Nevertheless, the nonlinear characteristics of the local
controllers is preserved in the model so that comprehensive
system stability requirements can be derived analytically.

While this work mainly focused on interactions of local
controllers stemming from adjustments of active power set
points, some aspects of the reactive power support scheme
that influence the overall controller performance should be
mentioned. The reactive power support, as presented in II-B,
can be considered an enhanced power factor voltage control
scheme as, through delta control, the power factor set point
is made dependent on the potential maximum active power
DER output rather than the actual one. In the absence of delta
control capabilities, the latter approach can be obtained in (4)
by redefining the active power p̃geni such that p̃geni (tk) =
pgeni (tk−1) in the controller model. This action introduces
a inverse relation in the utilization of reactive power and
curtailment and would therefore likely result in an increased
curtailment need compared to the delta control strategy.

Also worth noting is that, since the proposed method
allows for the decoupling of P and Q control, other reactive
power support strategies, such as volt/var curves, could be
implemented in parallel operation with the local PI controller,
replacing the power factor set point adjustment. An additional
stability analysis, see e.g. [14], should be performed in such
cases.

The possibility to implement various reactive power strate-
gies (including the use of a unity power factor) suggests that
the proposed control method could easily be adapted to a
wide range of regulatory and technological contexts. Given the
typical difference in R/X ratios between LV and MV networks,
this flexibility can be particularly useful for finding effective
solutions for different voltage levels. A more extensive inves-
tigation on this topic, also with respect to the impact of the
network limitations, as exemplified in IV-C, is needed to get
a more comprehensive view of the plug-and-play capability
of the local control method. Future applications to consider
also include load control and mitigation of undervoltage. A
techno-economic assessment of the delta control strategy for
curtailment is another relevant research topic.

VI. CONCLUSIONS

In this paper, we proposed a local voltage control method
for converter-based DERs in distribution networks using both
active and reactive power. A modelling framework was con-
structed, where the nonlinear controller dynamics is repre-
sented by a piece-wise linear system. We showed that no inter-
actions between decentralized PI controllers lead to instability
if local stability is achieved in each linear system, and the
proposed method then guarantees mitigation of overvoltage.

A case study, using a modified Cigre European MV test
system, showed the influence of a feeder voltage profile on
the location of voltage and curtailment equilibria of controlled
DERs. Finally, satisfactory controller performance was demon-
strated in the studied power flow scenarios.
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